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ABSTRACT
Classicalworkprovides an analytical framework topredict distortions
of an electromagnetic wave as it interacts with turbulence. However,
there seems to be virtually no systematic validation of these predic-
tions and assessment of the assumptions behind the theory. In this
work, we present numerical results of optical distortions based on
highly-resolveddirect numerical simulations of turbulence at a range
of conditions, and new theory which accounts for more realistic rep-
resentations of turbulent fluctuations. This leads to a number of new
results. First, we discover two new scaling regimes for the variance
of phase and log-amplitude at propagations comparable to Kol-
mogorov scales. Second, our theoryhighlights andovercomes limita-
tions of classical work including the effects of finite outer-scale, non-
Kolmogorov intermittency corrections, and amore general represen-
tation of small scales. Third, we propose a new universal refractive-
index structure parameter in terms of three non-dimensional param-
eters involving turbulence and optical scales. This yields a universal
presentation of all scaling regimes in a new phase space. Finally,
high-fidelity direct numerical simulations which resolve all turbulent
scales are used to perform the first systematic assessment of classi-
cal and new scaling regimes. Excellent agreement is found between
simulations and theoretical findings.
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1. Introduction

The characteristics of electromagnetic waves are considerably affected when they propa-
gate through a turbulent medium. For example, small variations in temperature or density
lead to fluctuations in refractive index that in turn perturbs the phase and amplitude of
the propagating wave [1, 2]. This optical turbulence can significantly distort the final wave
front and result in degrading effects such as beam spreading, scintillation and jitter. Some
of these effects can be characterized by optical path differenceswhich has, thus, been stud-
ied extensively in different flows such as shear layers, wakes, and turbulent boundary layers
[3–9]. These effects are also consequential in long-range laser communication systems
[10]. Understanding these effects is important for fundamental and practical reasons. For
example, if the characteristics of the turbulence are known, then one can predict, and thus
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compensate for, the distortion of the wavefront. Conversely one can also use the informa-
tion from the aberrated wave front to characterize both the medium and inhomogeneities
encountered along the path.

Some of the early theoretical works to study the effect of turbulent fluctuations on the
propagation of optical waves can be found in themonograph [2] by Tatarski. These are typi-
cally based on the classical work of Kolmogorov [11] to describe the statistical characteristic
of turbulent fluctuations [2]. A detailed analysis of both amplitude and phase fluctuations
using the method of smooth perturbations [2] shows that the way distortions grow as the
traveled distance increases, depend upon the magnitude of the parameter

√
λL relative to

turbulent length scales. Here λ is the optical wavelength and L is the propagation distance.
At short distances, that is

√
λL � η where η is the so-called Kolmogorov scale, the ampli-

tude fluctuations are independent of the optical wavelength and growwith distance as L3.
This is also called the geometrical optics regime. In this regime, the correlation distance
is of the order of η. At a comparatively larger distance, that is η � √

λL � L0 where L0 is
the outer scale or the scale of largest turbulent fluctuations, the correlation distance is of
the order of

√
λL and both phase and amplitude fluctuations now depend upon the opti-

cal wavelength. Tatarski’s theory also assumes the outer-scale L0 is infinite and thus, the
variance of amplitude fluctuations grows indefinitely as L11/6 with distance.

Numerical simulations to study the scaling of both phase and log-amplitude variance
have relied extensively on the phase-screen approach [12–15]. In this methodology, the
effect of turbulence is introduced using some form for the spectral distribution of fluctua-
tions of phase. The final wavefront is computed as a net effect of series of phase screens
applied to the vacuum propagation solution computed using the Fourier technique for
solving the Fresnel integral [15, 16]. The log-amplitude variance then is typically com-
pared against the results of the weak perturbation theory (or Rytov approximation) which
yields an L11/6 scaling for the log-amplitude variance [17–19]. This comparison is common
in experimental work between the measured scintillation index and the Rytov approxi-
mation for so-called weak turbulence [20, 21]. For strong turbulence, the variance of the
log-amplitude is found to saturate [22–24]. The distinction between weak and strong tur-
bulence, however, is somewhat ambiguous and is usually based on the Rytov parameter
or the structure function parameter exceeding some threshold. Furthermore, there is no
systematic validation of the different scaling regimes from either simulations or experi-
ments. In some of the early experimental work by Gracheva and Gurvich [17], the variance
was measured at five propagation distances and despite significant scatter, it was con-
cluded that the log-amplitude variance scales as ∼ L1.6 which is close to, though still
different from L11/6 ≈ L1.83. At shorter distances, it has been noted [17] thatmeasurements
are significantly affected by sensor noise. This presents challenges in obtaining accurate
measurements in the geometrical optics regime in the experiments.

Although the theory has not been systematically validated in all regimes, one can still use
some of its implications to obtain, for example, turbulent characteristics. This has been sug-
gested in [25] where scintillation index measurements were performed at two distances,
one in geometrical optical regime and another one in the L11/6 regime. Since the log-
amplitude variance also depends upon the inner scale of turbulence in the geometrical
optics regime, it can be estimatedwithoutmeasuring the structure function parameter (C2n)
independently. This is helpful since in most experiments the distance might not be suffi-
ciently large to observe the L11/6 regime, even though L11/6 results have nonetheless been
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used to compute C2n . This concern has also been raised in [26] where it was also shown that
the bump in the spectrum of temperature (or consequently refractive index) spectrum can
further amplify the optical scintillations and push the transition to the L11/6 to larger dis-
tances [27]. An accurate determination of transition distances (and thus the regime for the
propagation) is therefore critical to understand experimental and numerical results as well
as to accurately determine important aero-optics parameters frommeasurements.

In this work, we revisit the classical theory of Tatarski for the propagation of plane elec-
tromagnetic waves through turbulence. Specifically, we relax some of the assumptions
in this classical theory and derive new scaling regimes at short distances for both ampli-
tude and phase fluctuations. By including the effect of finite outer scale, we also compute
closed-form expressions for variance of phase fluctuations, a result previously unknown.
Different scaling regimes and the transition between them is summarized in a phase map
in terms of appropriate non-dimensional parameters. The effect of non-Kolmogorov tur-
bulence with intermittency correction in the inertial range and non-Gaussian roll-off in the
dissipation range is also investigated. The theoretical work is supplemented with highly
resolved numerical simulations of the paraxial equation with density fluctuations from
some of the best resolved direct numerical simulations of the compressible Navier–Stokes
equations. These simulations clearly exhibit different scaling regimes for log-amplitude
variance close to the corresponding theoretical values. To the authors’ knowledge, this is
the first systematic study that assesses all the theoretical scaling regimes.

The rest of this paper is organized as follows. We begin with an overview of Tatarski’s
theory in Section 2, followed by the generalization of this classical work in Section 3. In
Section 4, we present the transition between the scaling regimes for log-amplitude and
phase variance. The non-dimensionalization of different scaling regimes and the transi-
tions therein is performed in Section 5. Results from numerical simulations are discussed
in Section 6. Lastly, the discussions and concluding remarks are presented in Section 7.

2. Overview of Tatarski’s theory

The well-known Maxwell vector equations describe the propagation of electromagnetic
waves through a medium that may exhibit fluctuations in the refractive index. If λ � η,
where λ is the optical wavelength and η is the length scale of turbulent fluctuations, then
one can show that the vector equations take a simplified scalar form

(∇ + κ2
)
E = −2κ2n′E. (1)

Here E can be any component of electric ormagnetic field vector. In Equation (1), κ = 2π/λ
is the optical wavenumber and n′ denotes fluctuations in the refractive index field which
are related to the density fluctuations through n = 1 + KGD(λ)ρ, where KGD is the Glad-
stone–Dale constant and ρ is the density [28, 29]. We consider the effect of refractive
index fluctuations on a plane wave of the form E0 = A0eiS0 , where S0 = κx is the initial
phase and A0 is the initial amplitude. If the distorted wave is represented as E = AeiS, with
S and A being the phase and amplitude respectively at some distance from the source,
we can define a new variable as ψ = logA + iS. Its fluctuating part would then be given
by ψ ′ = ψ − ψ0 = log(A/A0)+ i(S − S0), where ψ0 = logA0 + iS0 corresponds to the ini-
tial plane wave at the source. The real and imaginary parts of ψ ′ are denoted by χ ′ =
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�(ψ ′) = log(A/A0) and S′ = 	(ψ ′) = S − S0, respectively. They describe the fluctuations
in log-amplitude and phase of a plane electromagnetic wave. On substituting E = eψ0+ψ
in Equation (1) and linearizing the resulting equation, we obtain ∇ψ ′ + 2iκ	ψ ′ = −2κ2n′
or its paraxial approximation,

∂2ψ ′

∂y2
+ ∂2ψ ′

∂z2
+ 2iκ

∂ψ ′

∂x
= −2κ2n′ (2)

when the term ∂2ψ ′/∂x2 in the direction of propagation is neglected. Here the fluid is non-
conducting and the timescale of optical propagation is negligible in comparison to the flow
time scales. Thus the fluctuations in electromagnetic field do not alter the underlying tur-
bulent field. Combining Equation (2) with the definition of ψ ′ and separating the real and
imaginary parts yields an equation forχ ′ and another one for S′. Following the notation and
simplifications described in [30], one can solve the resulting PDEs to obtain:

F(2)χχ (k) ≈ κ2L
∫ L

0

(
1 − κ

k2L
sin

k2L

κ
− ξ

2L

(
1 − cos

k2L

κ

))
F(2)nn (k, ξ)dξ . (3)

Equation (3) relates F(2)χχ (k), the two-dimensional spectrum (in the plane x = L) of χ ′ with
F(2)nn (k, ξ), the Fourier transform of the three-dimensional two-point correlation in the plane
perpendicular to the propagation with ξ being the distance (in x) between the two points

[2]. In the above expression k =
√
k22 + k23. A similar relation can also be obtained between

F(2)nn (k, ξ) and the two-dimensional spectrum of phase F(2)SS (k) in the plane x = L.
If we only consider high wavenumbers relative to the propagation, that is

1/k � L, (4)

or ξ � L in the region where F(2)nn (k, ξ) is non-zero, then the second term in Equation (3)
can be neglected. Since F(2)nn (k, ξ) is negligibly small for ξ > 1/k, the resulting integral can
be evaluated over the range 0 ≤ ξ < ∞ without much error. For locally isotropic turbu-
lence, one can also write the two-dimensional spectral density of the refractive index in
Equation (3) in terms of its three-dimensional counterpart F(2)nn (k, ξ):

F(2)nn (k, ξ) =
∫ ∞

−∞
cos(k1ξ)Fnn

(√
k21 + k2

)
dk1, or

∫ ∞

0
F(2)nn (k, ξ)dξ = πFnn(k). (5)

Taken together, these simplifications yield

F(2)χχ (k) = πκ2L

(
1 − κ

k2L
sin

k2L

κ

)
Fnn(k). (6)

An important length scale that appears in Equation (6) is
√
L/κ (or

√
λL) which is the radius

of the first Fresnel zone. When
√
λL � η, where η is the Kolmogorov scale, Equation (6)

simplifies to:

F(2)χχ (k) = 1
6
πL3k4Fnn(k), (7)
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which implies that the log-amplitude fluctuations are independent of the optical wave-
length. This is also the so-called geometric optics regime in which eddies of order η have
the strongest influence on the log-amplitude fluctuations. On the other hand, when the
parameter

√
λL is in the inertial range of scales of the turbulence, i.e. η � √

λL � L0, with
L0 being the largest (or outer) scale, the largest contribution to the log-amplitude fluctua-
tions come for refractive index inhomogeneities of the order

√
λL. In this case, the statistics

of the log-amplitude fluctuations are given by the full expression in Equation (6). At much
larger distances such that

√
λL � L0, we have

F(2)χχ (k) ≈ πLκ2Fnn(k), (8)

when k > 2π/L0.
In all these cases, the variance of log-amplitude fluctuations can be readily computed as

χ ′2 = 2π
∫ ∞

0
F(2)χχ (k)kdk. (9)

Based on the Kolmogorov theory of turbulence, the refractive index fluctuations possess a

spectral distribution of the form Fnn(k) = C2n
4π k

−11/3 exp(−αη2k2) [30]. This spectral density
is associated with the structure function of refractive index field that follows the classical
Kolmogorov two-thirds law, i.e. Dn(d) = C2nd

2/3, in the inertial range. Here C2n is the so-
called structure function parameter. Following simplifications described in great detail in
[2], two distinct scaling laws with propagation distance L are obtained for the variance of
log-amplitude fluctuations,

χ ′2 = C2n

⎧⎪⎪⎨
⎪⎪⎩
π

144



(
1
6

)
α−7/6η−7/3L3,

√
λL � η

9π
55



(
1
6

)
sin

11π
12

κ7/6L11/6, η � √
λL � L0

(10)

Here 
(.) is the gamma function. While these theoretical results have been known for sev-
eral decades, there are virtually no comprehensive systematic studies (experimental or
simulations) that verify these scaling laws. In an early experimental work, [17] observed a
L1.6 scaling for the variance of log-amplitude fluctuations instead of L11/6≈L1.83. A num-
ber of subsequent experiments compared themeasured values of χ ′2 against the so-called
Rytov index (χ ′2

R ∝ C2nκ
7/6L11/6). Generally the data show a near linear scaling giving sup-

port to the second expression in Equation (10), at least for χ ′2
R < 1. For larger values of

χ ′2
R � 1, the experimental χ ′2 tends to saturate, a phenomenon that has also been theo-

retically investigated in numerous studies [22–24, 31]. The L3 regime has received even less
attention in the literature, though some recent experimental work in carefully designed
laboratory setups appear to confirm some of these findings [32]. Yet, simulations or experi-
ments that explicitly showboth L3 and L11/6 scalings for variance of log-amplitude variance
at a range of conditions are practically non-existent. We address this gap in theory and
simulations in this work.

Before we present data from well-resolved direct numerical simulations, we derive new
scaling laws for the fluctuations in log-amplitude and phase at very short distances. These
are regimes that are not included in classical theoretical work [2] or in other subsequent
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studies. We also generalize the theoretical work of Tatarski to include the effect of non-
Kolmogorov turbulence in the inertial range and non-Gaussian roll-off in the dissipation
range. The different scaling regimes for variance of log-amplitude are summarized in a
phase map obtained in terms of relevant non-dimensional parameters that will be useful
for guiding experiments and simulations.

3. Generalization of Tatarski’s theory

3.1. Scaling at short propagation distance

In the theoretical developments in [2] (also summarized in Section 2), it was assumed that
only the scales of refractive index fluctuations that satisfy 1/k � L (Equation 4) significantly
contribute to the corresponding variances. At very short distances, however, since a very
small region comprising only high wavenumbers in the refractive index spectrum satisfy
1/k � L, the variance in log-amplitude or phase fluctuations so computed is not accu-
rate. Mathematically, this implies that the term ξ

2L (1 − cos k2L
κ
) in Equation (3) cannot be

neglected at short distances. Thus, when the propagation distance is of the order of the
Kolmogorov scale η, the results summarized in Section 2 (or [2, 30]) are no longer adequate
as we show next.

We start our analysis by substituting F(2)nn (k, ξ) from Equation (5) in Equation (3) to write
the two-dimensional spectral density as

F(2)χχ (k) ≈ κ2L
∫ L

0{
1 − κ

k2L
sin

k2L

κ
− ξ

2L

(
1 − cos

k2L

κ

))(∫ ∞

−∞
cos(k1ξ)Fnn

(√
k21 + k2

)
dk1

}
dξ , (11)

which involves integrals with respect to ξ and k1. On integrating Equation (11) with respect

to ξ with Fnn(k) = C2n
4π k

−11/3 exp(−αη2k2), we obtain

F(2)χχ (k) ≈ C2nκ
2

∫ ∞

−∞

⎧⎨
⎩
e−αη2(k2+k21

) (
k1 sin(k1L)

(
k2L

(
cos k2L

κ
+ 1

)
− 2κ sin k2L

κ

)
− 2k2 (cos (k1L)− 1) sin2 k2L

2κ

)
8πk2k21

(
k2 + k21

)
11/6

⎫⎬
⎭dk1,

(12)

Since we are only interested in the characterization of χ ′2 at very short distances, we can
take a Taylor series expansionof Equation (12) about L = 0and retainonly the leadingorder
term,

F(2)χχ (k) ≈ C2n

∫ ∞

−∞
k4e−αη2(k2+k21

)
96π

(
k2 + k21

)
11/6

L4dk1. (13)

We note that similar to Equation (7) in the geometrical optics regime, the above expres-
sion is independent of the optical wavelength. Following integration with respect to k1,
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the variance χ ′2 is computed from Equation (9) and is equal to

χ ′2 = C2n
1
90



(
5
3

)
α−5/3η−10/3L4. (14)

Thus, at very short propagation distances, the log-amplitude variance grows steeply as L4.
This new L4 scaling has not been reported in any of the previous theoretical, experimen-
tal, or numerical works. If experimental measurements can be made at distances at which
Equation (14) is valid, the expression inχ ′2 canbeutilized to compute important turbulence
parameters such as α and η. In Section 6, we verify this new L4 scaling using high-fidelity
direct numerical simulations at varying turbulent conditions.

Another simplifying assumption made in classical analyses is that the outer scale (L0) or
the largest scales of refractive index fluctuations are infinitely large, that is, L0 → ∞. The
effect of finite outer scale can be incorporated in the limits of the integral in Equation (9) as

χ ′2 = 2π
∫ ∞

1/L0
F(2)χχ (k)kdk. (15)

At very short distances (formally L → 0), substituting Equation (12) in Equation (15) yields

χ ′2 = C2n

⎧⎪⎨
⎪⎩
4


(− 4
3

)
1F1

(
− 5

2 ;− 2
3 ;−αη2

L20

)
1215α5/3η10/3

−
3
√
αη2/3


(− 4
3

)
1F1

(
− 1

2 ;
4
3 ;−αη2

L20

)
36L40

+


(− 4

3

)
1F1

(
− 3

2 ;
1
3 ;−αη2

L20

)
81α2/3η4/3L20

−
π3/2

2F2
(
− 5

6 ,
5
3 ;− 1

3 ,
8
3 ;−αη2

L20

)
216

√
3L10/30 


( 11
6

)


( 8
3

)
⎫⎪⎬
⎪⎭ L4, (16)

where 1F1 is a Kummer confluent hypergeometric function and 2F2 is a generalized hyper-
geometric function [33, 34]. Equation (16) reduces to Equation (14) when L0 → ∞ implying
that the effects of outer-scale are weak at such short distances and relevant only at low
Reynolds number. Similar expressions can also be derived for the L3 and L11/6 regimes. This
is done next.

3.2. Non-Kolmogorov turbulence

It has been known for a long time that realistic turbulence does not behave in all the details
as predicted by Kolmogorov 11 theory [11], a fact recognized by Kolmogorov himself which
led to his refined similarity hypothesis [35]. One of the limitations is the phenomenon of
intermittency [36], the tendency for turbulence to develop very large fluctuations that are
also very localized in space and time. A number of models and theories have been devel-
oped since then to account for its effects [37], one of which is a correction to the famous
5/3 slope for the energy spectrum. Intermittency, being a small-scale effect, also has a large
influence at high wavenumbers, specifically in the dissipative range [38]. We, thus, gener-
alize the model spectrum representing turbulence by including intermittency corrections
to inertial-range scaling and the specific form of exponential roll-off at high wavenumbers.
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For this we consider

Fnn(k) = C2n
4π

k− 11
3 (kη)−

r
2 exp(−α(ηk)γ ), (17)

where r is the so-called intermittency correction in the inertial range [36]. The effect of a
similar correction r in the context of optical distortions has been investigated in [39–41].
The dissipation range parameter γ in Equation (17) is traditionally assumed to be 2 [2]. In
recent work, this issue has been examined and it was shown that while there appear to
be two regimes in the dissipation range with different values of γ [38, 42], for very high
wavenumbers γ may not be too far from unity. Note, however, that Equation (17) refers to
the index of refraction spectrumwhich, in our work, is solely linked to density fluctuations.
As shown in [43], for small fluctuations, temperature behaves, to a good approximation, as
a passive scalar [44]. Furthermore, in these circumstances, one can also reliably use an isen-
tropic relation to show that density fluctuations can also, then, be treated as a passive scalar
[45]. For passive scalars, it has been shown [46] that the exponential roll-off in the spectrum
at high wavenumbers agrees with γ = 1 as suggested by Kraichnan [47, 48] instead of the
earlier suggestion γ = 2 by Batchelor [49] even for Prandtl numbers of order 1 as in air
and those flows considered here. Physically, this is an important consideration since γ = 2
implies much faster decay of refractive index fluctuation at the small scales which can pro-
duce, thus, less significant optical distortions. In fact, as wewill show in Section 4, this could
have a first-order effect on the location of the transitions between propagation regimes for
log-amplitude variations, for example. We note that for solenoidally forced compressible
turbulence, the density field behaves as a passive scalar [43, 45] which approximately fol-
lows the model spectrum from Equation (17). For compressible turbulence dominated by
dilatational motions, however, the existence of classical cascades and their consequences
including the applicability of Equation (17) or its generalizations is still an open question
[50–52]. Nevertheless, we find from DNS that Equation (17) is still a reasonable represen-
tation of density spectrum for all conditions presented here by choosing the parameters
(r, γ ,α) judiciously. This is the approach adopted here.

Whenever possible, we obtain analytical expressions for arbitrary values of γ in
Equation (17). If not possible, we will instead focus on the two values discussed above (i.e.
1 and 2). We also derive these scaling laws with finite L0 wherever possible in Equation (15)
to compute χ ′2.

We finally note that in order for the problem to remain tractable from a theoretical per-
spective we do not include other effects such as anisotropy and the bottleneck effect. The
former has been studied in the literature [39, 53] and results seem to indicate that the
effects of anisotropy are confined to prefactors in the expressions for variances such as
those presented here. If this is indeed the case, then scaling exponents may be unaffected
by anisotropy effects. Another effect not captured in Equation (17) is the so-called bottle-
neck effect which appears in incompressible and compressible flows [43, 54]. This small
change in the spectrum at the bottom of the inertial range has been shown to be responsi-
ble for small changes in the variance of log-amplitude around the transition from L3 to L11/6,
though the asymptotic behavior in both regimes is identical to those obtained without the
bottleneck [27]. Amore formal study of these twoeffectswill be presented somewhere else.
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3.2.1. L4 regime
We start by generalizing the results for very short propagation distances, that is in the limit
L → 0. For thiswe take the general expression Equation (11)with Fnn(k) fromEquation (17).
As before, we compute the integral with respect to ξ and take the leading order term of the
Taylor series expansion of the resulting expression in L about zero. This yields an expression
for F(2)χχ (k) similar to Equation (13)with an integral in k1. To obtain a closed-formexpression,

it is convenient to substitute F(2)χχ (k) into Equation (15), integrate in k first, take the limit
L0 → ∞, and finally integrating in k1 to obtain, for γ = 1 and 2,

χ ′2 = C2n

⎧⎪⎪⎨
⎪⎪⎩

1
45
α

r
2− 10

3 η− 10
3 


(
10
3

− r

2

)
L4, γ = 1

1
90
α

r
4− 5

3 η− 10
3 


(
5
3

− r

4

)
L4, γ = 2.

(18)

To assess the effect of finite outer scale, we evaluated the integrals leading to Equation (18)
numerically, given that it was not possible to obtain closed forms. We found that these
results agreed to numerical precision with Equation (18) for both values of γ . This suggests
that the effect of an outer scale L0 is negligible at short distances. Thismay not be surprising
given that the beam is not exposed to large-scale effects when it propagates such short dis-
tances.Wealsonote, as seen in Equation (18), that only thenumerical valueof theprefactors
in χ ′2 depends on γ and r while the power-law in L remains unaffected.

3.2.2. L3 regime
For relatively larger distances that still satisfy

√
λL � η, χ ′2 is computed from Equation (15)

with F(2)χχ (k) from Equation (7) and Fnn(k) from Equation (17). Without making further
simplifications, we obtain

χ ′2 = C2n
πα

3r−14
6γ 


(
14−3r
6γ ,α

(
η
L0

)γ )
12γ η7/3

L3. (19)

In the limit, L0 → ∞, the second term in the Gamma function vanishes and L0 ceases to
have an effect on χ ′2. However, at finite (and especially low) Reynolds numbers, neglect-
ing this term would lead to values of χ ′2 much larger than the more complete expression
Equation (19) including L0. We also note that similar to the L4 regime, the power law in L3

scaling is not affected by either γ or r and only the numerical value of the prefactors in
χ ′2 depends upon both of these parameters. For instance, for α = 8 the value of χ ′2 cor-
responding to γ = 2 is approximately 4.5 times larger than that for γ = 1. However, when
α = 1, as in Tatarski’s work, then χ ′2 with γ = 2 is only a small factor (∼ 0.4) of its value
corresponding to γ = 1.

3.2.3. L11/6 regime
If one now considers even longer propagation distances within the range η � √

λL � L0,
the log-amplitude variance requires the evaluation of

χ ′2 = 1
2
πC2n

∫ ∞

1/L0
κ2L

(
1 − κ

k2L
sin

k2L

κ

)
k− 11

3 (kη)−
r
2 exp(−α(ηk)γ )kdk, (20)
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which is obtained by substituting Fnn(k) from Equation (17) in Equation (6). For the partic-
ular case of γ = 2, one can obtain a closed-form expression for χ ′2:

χ ′2 = 1
8
πC2nκ

2L
r
2+ 5

3
0 η− r

2[
2LE r

4+ 11
6

(
αη2

L20

)
+ iκL20

{
E r
4+ 17

6

(
αη2κ − iL

κL20

)
− E r

4+ 17
6

(
ακη2 + iL

κL20

)}]
, (21)

where En(z) = ∫ ∞
0 t−ne−ztdt is an exponential integral function. For the particular case of

L0 → ∞ and γ = 2, Equation (20) yields a simpler form:

χ ′2 = 1
48
πC2nη

5/3κ2α
r
4+ 5

6


(
− r

4
− 11

6

)⎧⎨
⎩12αη2κ

(
L2

α2η4κ2
+ 1

) 1
24 (3r+22)

sin
(

1
12
(3r + 22) cot−1

(
αη2κ

L

))
− L(3r + 22)

}
(22)

While nopower law in distance L is apparent in either Equation (21) or Equation (22), both of
these expressions in fact include multiple scalings. For example, as we show later, χ ′2 from
Equation (21) grows as L3 initially followed by a transition to L11/6 scaling and eventually,
at very large distances, χ ′2 increases linearly with L. However, for Equation (22) which is
obtained for an infinitely large outer-scale L0, the log-amplitude variance transitions from
L3 to L11/6 and no further transition is observed.

There is ample evidence, however, as noted in the introduction, that χ ′2 is not
unbounded, but instead tends to saturate at long distances. Thus Equation (22) is only
expected to apply as intermediate asymptotics. It is also important to note here that
Equation (20) does not yield the new L4 regime for χ ′2, regardless of the limits of inte-
gral, since this expression only considers the effect of scales that satisfy condition given
by Equation (4).

To assess the effect of varying γ , we evaluated the integral in Equation (20) numerically
to compute χ ′2 at varying L. The results of this analysis are shown in Figure 1. We have
verified the numerical integration by direct comparison with theoretical results in specific
range and limits (e.g. Equation (21) with γ = 2 and finite L0).

Three main conclusions can be drawn from Figure 1(a). First, γ clearly affects the mag-
nitude of χ ′2 in the L3 scaling region. Similar effect of γ on χ ′2 was also observed in the L4

regime,which albeit not shownhere, is evident fromEquation (18). Second,χ ′2 approaches
the same numerical value at large distance where it grows as L irrespective of γ . Lastly, in
the intermediate region where the distance satisfies η � √

λL � L0, there is a sharp transi-
tion from L3 to L11/6 scaling for γ = 2. However, this is not the case for lower γ values. For
example, when γ = 0.5, there appears to be an additional transitional scaling region after
L3 and before L11/6 is reached. While we could not obtain theoretical expressions for arbi-
trary γ , the numerical results suggest that the L11/6 and L regimes ofχ ′2 are independent of
γ , as seen in Figure 1(a). Thus the theoretical expressions obtained for γ = 2 are adequate
to quantify these two regimes of the variance of log-amplitude for all γ .

Because of the difficulty in assessing the effect of outer-scale in closed form directly
from Equation (21) for general γ , we performed a numerical integration of this general
expression. In Figure 1(b), we plot χ ′2 obtained from numerical evaluation of Equation (20)
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Figure 1. (a) Spatial variation of χ ′2 for different γ and finite L0. (b) Comparison of theoretical and
numerically integrated values of χ ′2 for γ = 2. Different lines in (b) are: solid magenta: numerical with
L0 → ∞, solid red: numerical with finite L0, triangles: theoretical (Equation 22) with L0 → ∞, circles:
theoretical (Equation 21) with finite L0. Also shown in (b) are the theoretical limits in different scal-
ing regimes: L3 in dashed-black (Equation 19), L11/6 in blue pluses (Equation 23) and L in dashed-blue
(Equation 24). L4 regime is not included here.

for finite L0 for varying L in solid red line for γ = 2. The theoretical expression given by
Equation (21) is also shown in red circles to validate the numerical integration. As expected,
the results from both approaches are in excellent agreement and there is a transition from
L11/6 to L as the distance increases. If instead, the integral in Equation (20) is computed
such that L0 → ∞, then the numerical integration gives the magenta line in Figure 1(b)
which agrees exactly with the corresponding theoretical expression given by Equation (22)
(triangles). In this case, χ ′2 continues to grow as L11/6 indefinitely. Thus the linear scal-
ing of variance of log-amplitude fluctuations with distance only appears if the integral in
Equation (21) is evaluated for finite L0. Alternatively, when the outer scale tends to infinity,
the transition to linear scaling will occur at infinite propagation distance. Since both Equa-
tions (21) and (22) exhibit different behaviors at large L, we can obtain two distinct scaling
laws by taking appropriate limits for each of these.

To obtain the asymptotic behavior of χ ′2 at large distance but that still satisfy η �√
λL � L0, we follow the approach in [30] which introduces a new variable δ = η

√
ακ/L

in Equation (22) and then evaluates the limit δ → 0 to yield,

χ ′2 = 1
4
C2nπκ

7
6− r

4 η
−r
2 sin

(
1
24
π(3r + 22)

)



(
− r

4
− 11

6

)
L

r
4+ 11

6 (23)

for γ = 2. The blue cross in Figure 1(b) represents Equation (23) for r = 0. It is interesting
to note here that unlike in L3 and L4 regimes, intermittency does change the exponent of
L in the 11/6 regime. More precisely, it steepens the slope of χ ′2 by a factor of r/4. While
the parameter r is small, not accounting for its effects on the measurements especially at
large distances could yield inaccurate calculations of for example C2n or correction metrics
in adaptive optics. For illustration, if one considers a Kolmogorov length-scale η = 1 mm,
and an optical wavelength λ = 1μm, then the structure-function parameter C2n computed
fromEquation (23) forχ ′2 measured at L = 800m is about 20% larger if r = 0 is used instead
of r = 0.2. Alternatively, for a known C2n , the variance of log-amplitude fluctuations given
by Equation (23) is larger for r>0 than that for r = 0. Thus χ ′2 will approach the so-called
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saturation at values close to unity at a relatively shorter distance for a non-zero r. For exam-
ple, if C2n = 10−13m−2/3, η = 1mmand λ = μm, thenχ ′2 estimated fromEquation (23)will
reach unity at about 50 m earlier when intermittency corrections are included (r = 0.2).

3.2.4. L1 regime
Lastly, when the propagation distance is very large (

√
λL � L0), we take the limit L → ∞ in

Equation (21), to obtain the linear scaling law,

χ ′2 = 1
4
πC2nη

5/3κ2α
r
4+ 5

6


(
− r

4
− 5

6
,
αη2

L20

)
L, (24)

where 
(a, z) = ∫ ∞
z ta−1e−1dt is the incomplete gamma function. This expression is also

plotted in Figure1(b) for r = 0as adottedblue line. In Equation (24) r only affects theprefac-
tors ofχ ′2 but not the scalingwith L. At large distances, numerical integration suggests that
both Equations (23) and (24) are valid for all γ even though the expressions were obtained
for γ = 2.

3.3. Phase variation

Following the procedure in previous sections, we can also derive scaling laws for the
variance of phase distortions. Here again, we find a previously unknown regime at short dis-
tances when the effect of large scales not accounted for in classical work [2] is incorporated
in the analysis. Mathematically, this implies relaxing Equation (4).

3.3.1. L2 regime
We start by directly considering the general form of the spectral density of fluctuations in
phase that can be found in, e.g. [2, 30]:

F(2)SS (k) ≈ κ2L∫ L

0

{
1 + κ

k2L
sin

k2L

κ
− ξ

2L

(
3 + cos

k2L

κ

))(∫ ∞

−∞
cos(k1ξ)Fnn

(√
k21 + k2

)
dk1

}
dξ .

(25)

A more general expression for spectrum of fluctuations in phase is also discussed in [55].
Similar to the log-amplitude fluctuations, the variance of the fluctuations in phase can then
be computed using

S′2 = 2π
∫ ∞

1/L0
F(2)SS (k)kdk. (26)

At very short distances, in the limit L → 0,we can combine Equations (25) and (26) to obtain

S′2 = − C2nπκ
2

4L0

( r
4 + 11

6

) (√
πη8/3α

r
4+ 4

3 csc
(

1
12
π(3r + 4)

)



(
r

4
+ 11

6

)

2F2

(
1
2
,
1
2
;
r

4
+ 7

3
,
3
2
;−αη

2

L20

)
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−
12L

r
2+ 8

3
0 η− r

2

( r
4 + 4

3

)
2F2

(
− r

4 − 5
6 ,− r

4 − 5
6 ;− r

4 − 1
3 ,

1
6 − r

4 ;−αη2

L20

)
√
π(3r + 10)

+πη5/3L0α r
4+ 5

6 sec
(

1
12
π(3r + 4)

))
L2, (27)

where Fnn from Equation (17) is substituted with γ = 2. We can see that the variance of
phase fluctuations increases with distance L in proportion to L2. This is also a new scaling
regime at short distances that has not been reported in previous works. On taking a Taylor
series expansion of Equation (27) at L0 equal to infinity, a simplified scaling law is obtained,

S′2 = C2nκ
2√πL2/30 


( 1
3

)
4


( 11
6

) L2. (28)

This expression is also recovered in the limit η → 0. Thus both these distinct ways of
approaching an infinite Reynolds number yield Equation (28).

3.3.2. L1 regime
At comparatively larger distances, the variance of the fluctuations in phase can be accu-
rately computedby consideringonlywavenumbers that satisfy 1/k � L, as done in classical
work [2]. Equation (25) can then be expressed in a simplified form

F(2)SS (k) = πκ2L

(
1 + κ

k2L
sin

k2L

κ

)
Fnn(k), (29)

where Equation (5) is also utilized. For propagation distances that satisfy
√
λL � η,

Equation (29) can be further simplified to

F(2)SS (k) = 2πκ2LFnn(k). (30)

This allows the computation of the variance of fluctuations in phase using Equation (26).
The result is

S′2 = 1
γ
C2nπκ

2LL
r
2+ 5

3
0 η− r

2

(
α

(
η

L0

)γ)
3r+10
6γ 


(
−3r + 10

6γ
,α

(
η

L0

)γ)
. (31)

Thus S′2 transitions from L2 to L as the distance increases. Amore general expression for S′2
can be directly computed if Equation (29) is used in Equation (26) to yield:

S′2 = C2nπκ
2

{
1
4
L

r
2+ 5

3
0 η− r

2 E r
4+ 11

6

(
αη2

L20

)
L

−1
8
iκL

r
2+ 11

3
0 η− r

2 E r
4+ 17

6

(
αη2κ − iL

κL20

)
+ 1

8
iκL

r
2+ 11

3
0 η− r

2 E r
4+ 17

6

(
ακη2 + iL

κL20

)}
(32)

for γ = 2. It is interesting to note here that the closed-form expressions for the variance
of phase fluctuations could only be obtained by considering finite-outer scale L0. In other
words, if the lower limit of integration in Equation (26) is zero, then the integral does not
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converge. The variance of fluctuations in phase given by Equation (32) exhibits two limiting
behaviors,

S′2 = C2nπη
5/3κ2α

r
4+ 5

6


(
− r

4
− 5

6
,
αη2

L20

)
L

⎧⎪⎨
⎪⎩
1
2
, 0 � √

λL � η

1
4
, η � √

λL,
(33)

both of which grow linearly with L, with the latter limit being half of the former in magni-
tude. The first expression in Equation (33) is equal to Equation (31)when γ = 2. A simplified
expression for the phase variance using the so-called von Karman spectrum for the refrac-
tive index was derived in [56] which also showed a linear scaling with L, i.e. S′2 ∼ L. It is also
interesting to note here that at very large L, the variance of both phase and log-amplitude
fluctuations is proportional to L and take the exact same functional form. This has been
noted before for structure functions of amplitude and phase fluctuations [30]. While the
integral in Equation (26) does not converge for L0 → ∞, the limiting behavior can still be
obtained by taking a Taylor series expansion of Equation (33) about L0 = ∞ to yield

S′2 = C2nπκ
2

(
12η− r

2

3r + 10

)
L

r
2+ 5

3
0 L

⎧⎪⎨
⎪⎩
1
2
, 0 � √

λL � η

1
4
, η � √

λL.
(34)

4. Transition between different scaling regimes

The scaling laws for variance in phase or log-amplitude listed in the previous section are
derivedas anasymptoticbehaviorwith respect to thepropagation length (Lor

√
λL) in com-

parison to characteristic length scales of turbulence. It is, therefore, also important to obtain
the propagation distance L at which the transition between different regimes occurs. This
is useful information when interpreting and even designing experiments. It is also critical if
one attempts to determineC2n , for example, using specific scaling laws such as Equation (22)
in the L11/6 regime.

We first look at the transitions in the scaling of log-amplitude variance. The transition
from L4 to L3 can be computed simply by equating Equations (18) and (19). The result,
denoted by L4→3, is given by

L4→3 =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

15παη

(
7
3 − r

2 ,
αη
L0

)
4


( 10
3 − r

2

) , γ = 1

15π
√
αη


(
7
6 − r

4 ,
αη2

L20

)
4


( 5
3 − r

4

) , γ = 2.

(35)

Clearly this transition distance depends closely on the small-scale characteristics of turbu-
lence (η, γ and α), as expected. The next transition is from L3 to L

11
6 + r

4 (or L
11
6 without inter-

mittency corrections) and is computed by solving Equations (19) and (23) simultaneously.



WAVES IN RANDOM AND COMPLEX MEDIA 15

The result is

L3→ 11
6

= η2κ3
12

14−3r α
2
γ γ

12
14−3r sin

12
14−3r

(
1
24
π(3r + 22)

)



(
− r

4
− 11

6

) 12
14−3r




(
14 − 3r
6γ

,α
(
η

L0

)γ)
12

3r−14 . (36)

For γ = 2, Equation (36) gives an accurate measurement of transition between two adja-
cent regimes. However, for γ < 2, as described in the previous section, there exists an
intermediate region with a much smoother transition between L3 and L11/6. Thus, in such
cases, Equation (36) is not a pointwise prediction of where the power law transitions
between the two regimes. Instead, Equation (36) only gives a distance around which this
smooth transition happens.

Finally, the transition between L
11
6 and L is given by

L 11
6 →1 = αη2κ sin− 12

3r+10

(
1
24
π(3r + 22)

)



(
− r

4
− 11

6

)− 12
3r+10




(
− r

4
− 5

6
,
αη2

L20

)
12

3r+10 ,

(37)
and is observed only if the outer-scale L0 is finite. For simplicity, we list these transition dis-
tances in Table 1 for r = 0 and γ = {1, 2}. Under certain conditions, one or more of the
intermediate scaling regimes can be non-existent. For example, there can be a direct tran-
sition from L4 to L

11
6 or even to L. Similarly, and as pointed out in [2], in the absence of scale

separation,χ ′2 directly grows linearlywith L after L3 regime. For completion these transition
distances are also included in Table 1.

Also listed in Table 1 is the different transition distances obtained in the limit when the
smallest scale of turbulence (η) goes to zero and the large-scale (L0) tends to infinity. These
two cases represent two distinct ways of approaching the infinite Reynolds number limit.
Note that the former limit is physically meaningful only if the optical wavelength itself also
approaches zero to ensure that the paraxial approximation is satisfied. Thus its unquali-
fied application to physically relevant conditions may be narrow. Still as we see from the
table, the variance in log-amplitude fluctuations exhibits only L11/6 and L regimes since the
transition from L4 to L3 and L3 to L11/6 occurs at L = 0.

In the other limit, that is L0 → ∞, we see that there is no transition to the linear L regime
as noted in the previous section. A unique characteristic of the L4 –L3 transition is that the
transition distance is independent of the optical wavenumber. The strong dependence of
the transition distance on small scale characteristics of turbulence (α, η and γ ) highlights
the importance of accurate determination of these quantities.

Weclose this sectionby listing theonly transitionpredictedby the theory for thevariance
of phase fluctuations, namely from L2 to linear scaling in L:

L2→1 =

α− r
4− 5

6

(
2


(− 1
3

)


( 11
6

)
3
√
αη2 1F1

(
− 1

2 ;
4
3 ;−αη2

L20

)
+√

πL2/30 

( 1
3

)
1F1

(
− 5

6 ;
2
3 ;−αη2

L20

))
2πη5/3


( 11
6

)


(
− r

4 − 5
6 ,
αη2

L20

) . (38)

This transition, obtained by dividing the first equation in Equation (33) with Equation (27),
is independent of the optical wavelength.
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Table 1. Transition distances for when r = 0.

Transition γ = 1 γ = 2

L4→3
15παη
( 73 ,

αη
L0
)

4
( 103 )
=

{
0, η → 0
5.05αη, L0 → ∞

15π
√
αη
( 76 ,

αη2

L20
)

4
( 53 )
=

{
0, η → 0
12.11

√
αη, L0 → ∞

L3→ 11
6

α2η2κ(3(
√
3−1)
(− 11

6 ))
6/7

2 22/7
( 73 ,
αη
L0
)6/7

=
{
0, η → 0
2.10α2η2κ , L0 → ∞

αη2κ(3(
√
3−1)
(− 11

6 ))
6/7

23/7
( 76 ,
αη2

L20
)6/7

=
{
0, η → 0
4.71αη2κ , L0 → ∞

L 11
6 →1

2 24/5αη2κ
(− 5
6 ,
αη2

L20
)6/5

((
√
3−1)
(− 11

6 ))
6/5 =

{
1.34κL20, η → 0
∞, L0 → ∞

L4→ 11
6

3
12
13 κ

7
13 (

5(
√
3−1)π
(− 11

6 )


( 103 )
)
6
13 (αη)

20
13

2 2
8
13

=
{
0, η → 0

3.15κ
7
13 (αη)

20
13 , L0 → ∞

3
12
13 κ

7
13 (

5(
√
3−1)π
(− 11

6 )


( 53 )
)
6
13 (αη2)

10
13

2 2
2
13

=
{
0, η → 0

7.28κ
7
13 (αη2)

20
13 , L0 → ∞

L4→1 ( 32 )
2/3α25/18 3

√
5π

( 103 )

3

√
η5κ2
(− 5

6 ,
αη2

L20
) =

{
0, η → 0
∞, L0 → ∞ 32/3α5/6 3

√
5π

2
( 53 )
3

√
η5κ2
(− 5

6 ,
αη2

L20
) =

{
0, η → 0
∞, L0 → ∞

L3→1 α19/12η2κ

√
3


( 73 )

√

(− 5

6 ,
αη2

L20
) =

{
0, η → 0
∞, L0 → ∞ αη2κ

√
6


( 76 )

√

(− 5

6 ,
αη2

L20
) =

{
0, η → 0
∞, L0 → ∞
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5. Non-dimensionalization of scaling laws and transitions

The scaling laws and the transition distances obtained in the previous sections depend
upon several length scales and dimensional parameters characterizing both optical wave-
length and the relevant turbulent scales. In this section, we identify relevant set of non-
dimensional parameters that can be used to completely quantify evolution of the variance
of log-amplitude in all scaling regimes. These parameters can also be used to obtain
universal forms of other relevant quantities such as the spectral density of phase and log-
amplitude fluctuations. The value of such universal forms is that they facilitate comparisons
between simulations and experiments at different conditions. An important dimensional
parameter that appears in all the regimes for both phase and log-amplitude variance is the
so-called structure function parameter C2n . This is discussed first.

5.1. Structure function parameter C2
n

The second-order structure function of the fluctuations in refractive index is defined as

Dn(d) ≡ 〈[n(x + d)− n(x)]2〉, (39)

where d is the separation distance [2, 11]. For isotropic, homogeneous turbulence at a suf-
ficiently large Reynolds number, when the separation distance is within the inertial range
of scales (i.e. η � d � L0) a ‘two-thirds’ scaling law is obtained

Dn(d) = C2nd
2/3, (40)

based on Kolmogorov similarity hypotheses [11]. Here C2n is the refractive index structure
function parameter with unitsm−2/3 and has been extensively used as a metric to quantify
the strength of turbulence in aero-optical studies. One of the most commonways in which
C2n is obtained in experiments is by equating the measured value of the variance in log-
amplitude fluctuations at some propagation distance with a theoretical expression, such
as Equation (10) [19, 57, 58]. Alternatively, C2n can be expressed in terms of the structure
function parameter for temperature fluctuations (C2T ) which in turn is computed from the
measured value of the corresponding structure function [17, 59]. While several models [1]
based on experimentalmeasurements have been proposed to characterize the average C2n ,
there is a wide disparity in its measured value since it depends upon local flow conditions,
time of measurement, altitude, terrain, humidity, etc. It is thus not surprising that C2n has
been observed to span several orders of magnitude (10−18 to 10−8m−2/3) with the higher
end of this range relevant in aero-optics and the lower values more prominent in atmo-
spheric turbulence [1, 21, 58]. This adds complexity to any attempt to compare data across
different experimental studies.

At sufficiently highReynolds number, Kolmogorov theory predicts awell-defined inertial
range where Equation (40) holds. In such a case, one would see a clear plateau if one plots
of compensated structure functionDn(d)/d2/3. The parameter C2n then simply corresponds
to the height of the plateau so obtained. This approach has been used in incompressible
turbulence to determine the structure function constant for velocity and passive scalars,
anomalous scaling exponents, and other quantities of interest [60–64]. However, in the
absence of inertial range there is no clear plateau in the compensated structure function.
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In that case, one may still obtain an estimate for the value of C2n according to

C2n = max
(
Dn(d)

d2/3

)
. (41)

Similar estimations have been utilized in computation of Lagrangian structure function
constant [65] and velocity structure function constant in isotropic turbulence [62]. Of
course, as one increases the Reynolds number, an estimation like Equation (41) is expected
to asymptote to the correct high-R� value as a well-defined scaling range develops. In
the case of compressible (or variable-density) turbulence, other parameters are needed to
characterize the state of the flow. In general, fluctuations of both hydrodynamic and ther-
modynamic variables depend on the Reynolds number, turbulent Mach number and the
relative strength of dialatational modes compared to the solenoidal modes. Here we will
use the so-called Taylor Reynolds number

R� ≡ 〈ρ〉urmsλ/μ,

where the Taylor scale is defined as � = urms/〈(∂u/∂x)2〉1/2 and µ is the mean viscosity.
The turbulent Mach number is

Mt ≡ urms/c,

where c is the mean speed of sound. Finally, using Helmholtz decomposition we can sepa-
rate the solenoidal (incompressible) velocity,us, and potential (compressible) field,ud , such
that u = us + ud with∇ · us = 0 and∇ × ud = 0. The relative contribution of thesemodes
is given by

δ = ud,rms/us,rms,

where us,rms and ud,rms are the rms of the solenoidal and dilatational components, respec-
tively. These three parameters have been shown to provide a complete characterization of
the statistical state of compressible turbulence [66].

To test the theoretical results presentedhere, starting fromthe structure functionparam-
eter C2n in Equation (40), we use a large database of well-resolved direct numerical sim-
ulations (DNS) where all temporal and spatial scales of the turbulence are appropriately
resolved. In particular, the fully compressible Navier–Stokes equations alongwith a perfect
gas state equation are solved using tenth-order compact difference schemes and explicit
third-order Runge–Kutta schemes in space and time, respectively. These simulations are
conducted in a triply-periodic domain and the large scales are forced. Our database covers
a range of Reynolds numbers (R�), turbulent Mach numbers (Mt), and forcing parameter
(σ ). The parameter σ acts a weighting factor in the forcing term and controls the amount
of forcing introduced into the solenoidal component of the velocity field (us) relative to
its dilatational counterpart (ud). When σ = 100%, only the solenoidal field is forced and
when σ = 0%, only the dilatational field is forced. The rationale for this forcing approach
is that σ is intimately linked to the magnitude of the fluctuations in the density field (see,
e.g. [66–68]). By decreasing σ , that is by increasing the forcing in the dilatational modes,
the magnitude of density fluctuations also increases [66]. The Prandtl number for each of
these simulations is 0.72, which is the case for air, and thus relevant to propagation through
the atmosphere. In Table 2, we summarize some important parameters of the simulations
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Table 2. Direct numerical simulation (DNS) parameters: grid resolution (N3), Reynolds and turbulent
Mach numbers (R�,Mt), ratio of solenoidal to dilatational forcing (σ ), ratio of δ = ud,rms/us,rms structure
parameter C2n × L2/30 , ratio on integral and Kolmogorov length scales of density fluctuations (L0/η).

N R� Mt σ δ C2n × L2/3ρ Lρ/η

64 20 0.3 80% 1.24e−01 1.22e−10 1.01e+01
64 20 0.3 50% 5.19e−01 1.53e−09 7.71e+00
64 38 0.4 100% 1.04e−01 3.81e−10 1.91e+01
256 60 0.2 30% 1.49e−00 7.31e−10 3.76e+01
256 100 0.3 100% 1.02e−01 2.10e−10 6.46e+01
256 100 0.6 100% 1.95e−01 1.88e−09 4.33e+01
512 160 0.2 60% 3.37e−01 5.35e−10 8.01e+01
1024 240 0.5 70% 2.19e−01 9.27e−10 7.93e+01

including grid resolution, Reynolds number, turbulent Mach number, forcing parameter,
and the ratio of length scales of turbulent field.

The normalized refractive index structure function for all the cases listed in Table 2 is
shown in Figure 2(a). No clear plateau is observed in any of these cases. The C2n computed
using Equation (41) is shown in Figure 3(a) against the rms value of density fluctuations. As
expected C2n increases (by almost two orders of magnitude) with the intensity of density
fluctuations. We also note that no systematic trend is obtained if C2n is plotted against one
of the governing parameters of the turbulence, that is, R� or Mt . A complimentary view is
given in Figure 2(a) where we show the spectrum of refractive index fluctuations En(k) =
4πk2�n(k). Also added is a black-dashed reference line depicting the classical Kolmogorov
5/3 scaling law in the inertial range. While an incipient inertial range can be seen for the
case (R�,Mt , σ) = (100, 0.3, 100%), none of the other cases exhibit a 5/3 scaling and are
clearly not in linewith [11]. At higher levels of dilatational forcing, we see that the spectrum
exhibits a single power-law scaling throughout all scales, for example case (60, 0.2, 30%).
These illustrate clear departures from Kolmogorov scaling in compressible turbulence, not
accounted for in classical theories [2]. However, by adjusting the parameters (r, γ ,α) in the
model spectrum in Equation (17) that we use for the theoretical analysis, a reasonable fit for

Figure 2. (a) Compensated second-order structure function and (b) spectrum of refractive index fluc-
tuations. Different solid lines represent the cases listed in Table 2. Inset in (b) shows case (20, 0.3, 80%)
and case (100, 0.3, 100%) with dashed-black line depicting model spectrum from Equation (17) with
appropriate parameters.
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Figure 3. Variation of C2n (top row) and C
′2
n (bottom row) with (a) R�, (b)Mt and (c) ρ2rmsL

2/3
0 . The dashed

line in bottom row plots denotes a C′2
n value of unity.

refractive index spectra can be obtained. This is shown in the inset of Figure 2(b) with γ = 1
and α ≈ 5 for two DNS cases. The departures at large scales at which forcing is applied are
expected given the non-universal nature of these motions.

In either physical or spectral space, the structure functionparameterC2n characterizes the
strength of the fluctuations in refractive index and appears as a multiplicative constant in
the formulae for variances for log-amplitude and phase. However, because of its definition
(Equation 40) C2n is a dimensional quantity which will depend among other things on the
size of the system. It is thus obvious that C2n is not expected to be a universal constant of
the governing parameters of the flow (e.g. R� andMt). This is clearly seen in Figure 3(a,b).

Fromamodelingperspective, it is thusmore convenient to identify non-dimensional fac-
tors which, while weakly dependent on details of the large scale features of the flow, allows
us to isolate self-similar aspects of the phenomenon by proper non-dimensionalization
using suitable characteristics scales. A prime example is Kolmogorov constant for the
energy spectrumwhich is anO(1) constant for awide range of flows and Reynolds numbers
[54, 61, 69, 70].

A similar approach can be attempted for C2n . For this, we note that as d � L0, where L0 is
the integral length scale for the refractive index (or density), the fluctuations separated by
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this distance become uncorrelated and, trivially, one finds that Dn(d) is twice the variance
of the refractive index, that is,Dn(L0) ≈ 2n′2. A natural way to normalize Equation (40) is by
using n′2 and L0:

Dn(d)

n′2 = C′2
n

(
d
L0

)2/3

, (42)

where

C′2
n = C2nL

2/3
0

〈n′2〉 . (43)

Note that if we evaluate Equation (42) at d → L0, we find that C′2
n must be order unity.

This is in fact what we observe from DNS data in Figure 3(c) where C′2
n is indeed close

to 1 (dashed line) for all conditions in our database. Since this involves a wide range of
conditions including Reynolds and Mach numbers as well as combination of solenoidal
and dilatational forcing, this approach suggest that C′2

n is an appropriate universal con-
stant, thoughone cannot rule outweakdependencies in its numerical value ongeometrical
details of the flow. This approach also exposes the independent contributions of strengthof
fluctuations (through n′2) and scale of the system (through L0). The difficulties associated
with the traditional C2n combining both effects have been already identified in [71]. The
explicit contribution from strength and length scales is also useful in trying to reproduce,
e.g. atmospheric conditions in a small scale laboratory facility. For example, if the appara-
tus in the laboratory is 10 times smaller than the actual system, then n′2 must be about
4.6 smaller than that in the actual system to retain the same C2n . On the other hand, as dis-
cussed in Section 4 and in the next section, transitions between regimes depend on ratio of
length scales involving L0 which can alsobe important in scaling realistic flows to laboratory
setups.

5.2. Universal scaling regimes and transition distances

With the new definition of C′2
n , it is possible to rewrite the scaling regimes and all the tran-

sitions for the variance of log-amplitude fluctuations in a universal form. As we will see
momentarily, this also facilitates the identification of the relevant normalized length scales
in each regime. For brevity, here we only consider a specific case where γ = 2 and r = 0.
The approach can be similarly extended to other values of γ and r. Note that to general-
ize this non-dimensionalization to arbitrary values of r, Equation (40) or Equation (43) will
also need to be re-defined to include the effect of parameter r on scaling exponent. This
would also include departures from the classical two-thirds scaling law due to high levels
of compressibility.

On substitution of C2n using Equation (43) with the refractive index variance written in
terms of density fluctuations via the Gladstone–Dale constant (n′2 = K2GDρ

2
rms) and using

the well-known Kolmogorov relation L0/η = R3/4L0
, we can readily write χ ′2 in the different

scaling regimes as
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χ ′2 = C′2
n ρ
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rmsK
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The constants above are C4 = 4
(−4/3)/1215 ≈ 0.0101, C3 = π/6 ≈ 0.131, C11/6 =
2−7/3(

√
3 − 1)π13/6
(−11/6) ≈ 6.32, and C1 = π3 ≈ 31.01.

We note that χ ′2 across all regimes can be expressed in terms of the Reynolds number
and two length-scale ratios. In Equation (44) we chose L/L0 which compares propagation
distance with the largest scales of the flow, and L0/λ (or η/λ) which compares turbulent
scales with the optical wavelength. The range of applicability for each expression can also
be put in terms of these three governing parameters (RL0 , L/L0, and L0/λ). For example, the
classical 11/6 range (third line in Equation (44)) is valid for R−3/4

L0
� √

(λ/L0)(L/L0) � 1.
To non-dimensionalize the transition distances listed in Table 1, one could use Kol-

mogorov scale η since a number of expressions can be immediately written in terms of a
length scale of the form (ηκ)qη, for some q. Alternatively, if the distance is normalized by
the integral length scale, that is

L ≡ L/L0,

then all Kolmogorov scales in the expressions can be written in terms of L using L/η =
LR3/4L0

. The transitions so obtained are tabulated in Table 3 for γ = {1, 2} and r = 0. These

Table 3. Normalized transition distanceL = L/L0 for χ ′2 when r = 0 for γ = {1, 2}.
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Table 4. Normalized transition distance L = L/L0
(same as Table 3) in the limit RL0 → ∞ for χ ′2.

Transition γ = 1 γ = 2

L4→3
5.04α
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transitions are a function of the small-scale parameter α, Reynolds number and the nor-
malized optical wavelength L0/λ. In the high-Reynolds number limit, that is RL0 → ∞
expressions are simplified significantly as seen in Table 4.

It is interesting to observe that in the limit of infinite Reynolds number, the only non-
zero transition isL 11

6 →1. This would imply that χ ′2 scales asL11/6 from the source and then

transitions to a linear scaling at a normalized distance that is independent of the Reynolds
number given byL 11

6 →1 = 8.39(L0/λ) from Table 4. However, we note that since the prop-

agation distance L in this analysis is normalized by the integral scale L0, the limit RL0 → ∞
implicitly assumes a finite L0. Thus the normalized transitions listed in Table 4 are equivalent
to the transition distance obtained in the limit η → 0 in Table 1.

Similar to Equation (44), we can also write the different scaling regimes for the variance
of fluctuations in phase as

S′2 = C′2
n ρ
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for r = 0. Here again the variance depends on the normalized length scales L/L0 and L0/λ.
The normalized transition for S′2 then occurs at
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It is interesting to note that in the infinite Reynolds number limit, this transition distance
approaches a universal value of 2

√
π
( 56 )/
(

1
3 ) ≈ 1.494 (for γ = 2) independent of opti-

cal wavenumber and other turbulent characteristics, indicating that the phase variance
transitions from L2 to L1 at a distance not too far from the integral length scale of turbulence
(L2→1 = 1.494L0).

6. Numerical simulations

To assess the theoretical developments above, we consider the so-called parabolic wave
propagation (or paraxial) equation,

∂A

∂x
= i

2κ︸︷︷︸
:=c1

(
∂2A

∂y2
+ ∂2A

∂z2

)
+ i

2
(n2 − 1)κ︸ ︷︷ ︸

:=c2

A, (47)

where A is the complex amplitude of the electric field E = A exp(iκx) and c2 depends upon
the refractive index n and the optical wavelength κ . Equation (1) reduces to Equation (47)
when λ � η and the wave envelope varies slowly in the propagation direction such that
the term ∂2A/∂x2 negligible in comparison to the transverse terms. The refractive index
in Equation (47) is related to the density field by n = 1 + KGD(λ)ρ where KGD is the Glad-
stone–Dale constant. As mentioned before in the previous section, the density field is
taken from the Direct Numerical Simulations (DNS) of the fully compressible Navier–Stokes
equations. Some of the important details of these DNS are provided in Section 5 and
also summarized in Table 2. This DNS database comprises some of the most well-resolved
simulations of compressible turbulence in the literature [66].

The paraxial solver is based on eighth-order finite difference schemes for the transverse
Laplacian term. Close to the boundaries, we found that for the plane-wave propagation
investigated here, both periodic boundary conditions as well as gradually reducing the
order of the scheme such that only information fromwithin the domain is used, give similar
results. Stability analysis in the Fourier domain [72] shows that common explicit schemes
for the approximation of derivative in the direction of propagation (∂A/∂x) in Equation (47)
result in an unstable discretized system. Thus for numerical stability we use an implicit two-
stage second-order Runge–Kutta scheme for computing derivative in the x direction. To
write the discrete form of Equation (47), we first define ÃN2×1 = vec(AN×N), where AN×N is
the complex amplitude in the (n)th transverse plane and the vec(.) operator vectorizes this
matrix to yield ÃN2×1. Here N is the number of grid points in either y or z direction. Thus
N2 is the total grid points in the y–z plane and	y = 	z = Lbox/N is the grid spacing. The
transverse Laplacian can then be written as S := (IN×N ⊗ Sy)+ (Sz ⊗ IN×N), where IN×N is
an identitymatrix and Sy and Sz areN × Nmatrix operators that compute the second-order
spatial derivative in y and z directions, respectively. Using these definitions, we can now
write the semi-discrete form of Equation (47) as

dÃ
dx

∣∣∣∣∣
(n)

= c1SÃ
(n) + c(n)2 Ã(n) (48)
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at plane (n). The fully-discrete equation to compute the complex amplitude in the (n + 1)th
plane is obtained in two steps. Let f (x(n), Ã(n)) := c1SÃ(n) + c(n)2 Ã(n), then

k1 = 	xf (x(n), Ã(n)) = 	x
(
c1SÃ

(n) + c(n)2 Ã(n)
)

k2 = 	xf (x(n+1), Ã(n) + 1
2
(k1 + k2))

= 	x

(
S

(
Ã(n) + 1

2
(k1 + k2)

)
+ c(n+1)

2

(
Ã(n) + 1

2
(k1 + k2)

))

Ã(n+1) = Ã(n) + 1
2
(k1 + k2) . (49)

Here the first-stage k1 is computed directly from Ã(n). However, the second-stage k2 is
implicit and thus requires solving a systemof linear equations of the form k2 = K(n)b, where
K(n)
N2×N2 is a sparse matrix with complex coefficients that vary with (n) due to the implicit

dependence of c(n)2 on the refractive index. To solve this system in parallel, we use the direct
solvers in SuperLU [73]. Once k1 and k2 are known, the last equation in Equation (49) yields
the complex amplitude in the (n + 1)th transverse plane.

We first performed a rigorous convergence study for log-amplitude variance (χ ′2). For
that, we note that since c2 is a function of κ , a non-dimensional parameter of the form κ	x
appears in thediscrete formof Equation (47) listed in Equation (49). Thus it is natural that the
convergence criterion will depend on κ	x, and it can be obtained by looking at the value
of χ ′2 at very short propagation distance L. At this distance, χ ′2 is in the L4 scaling regime
listed in Equation (18) and therefore, independent of optical wavelength. The results of this
study are shown in Figure 4 for three different optical wavelengths, κ ≈ 6.28 × 103 m−1

(red), κ ≈ 6.28 × 104 m−1 (blue), and κ ≈ 6.28 × 105 m−1 (magenta). For κ	x < 20, the
log-amplitude variance attains a constant value which is also independent of the wave-
length. This indicates that, at least for the conditions analyzed in this work, κ	x < 20 is the
resolution criterion in the propagation direction. For larger values of κ	x (i.e. coarser grid
in the direction of propagation), χ ′2 is not converged and takes value that depends upon
κ even in the L4 and L3 regimes. We have also found that for short distances (L4 and L3) the
resolution in transverse direction has a negligible effect on χ ′2 when κ	y (and κ	z) is of
order of a fewhundreds. As expected the transverse resolution becomes important beyond
L3 where diffraction significantly contributes to the variance of log-amplitude.

The density field from our DNS database accurately resolves length scales up to Kol-
mogorov scale (η). Since these Kolmogorov scales are larger than the optical wavelength
(λ � η), in the x directionwe interpolate the density field (and, consequently, the refractive
index), such that κ	x < 20 is satisfied. Since density itself is well-resolved, we found that
linear interpolation is enough to create a finer resolved field in the direction of propaga-
tion. Themaximum andminimum κ	x for all the simulations presented in this work satisfy
the convergence bound and are also tabulated in Table 5. Due to this strict resolution cri-
teria, the computational cost incurred by the paraxial solver is very steep since a complex
sparse systemof equations of sizeN2 × N2 has to solved Lend/	x times, Lend being the total
propagation distance, with very small increments in x (	x = 2πLrescale/Nx < 20/κ).

The log-amplitude variance for different Reynolds number and density fluctuations is
shown in Figures 5 and 6 for optical wavelengths, λ = 10.64μm (or κ ≈ 5.91 × 105m−1
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Figure 4. Variation of χ ′2 with κ	x for different optical wavelengths. Colors denote optical wave-
lengths.

Table 5. Maximum and minimum resolution in the propagation
direction (κ	x) and transverse direction (κ	y = κ	z) for all the
cases.

Case (R� ,Mt , σ ) {(κ	x)min, (κ	x)max} {(κ	y)min, (κ	y)max}
(20, 0.3, 80%) {0.41, 0.51} {26.46, 264.55}
(20, 0.3, 50%) {0.41, 0.51} {26.46, 264.55}
(38, 0.4, 100%) {0.85, 2.13} {55.42, 554.24}
(60, 0.2, 30%) {0.92, 9.23} {59.27, 593.74}
(100, 0.3, 100%) {1.22, 12.18} {78.25, 784.46}
(100, 0.6, 100%) {6.82, 17.04} {109.47, 1094.74}
(160, 0.2, 60%) {15.57, 15.57} {124.81, 124.81}
(240, 0.5, 70%) {8.56, 8.56} {137.14, 137.14}

in red), λ = 5.32μm (or κ ≈ 1.18 × 106m−1 in dark red) and λ = 1.064μm (or κ ≈ 5.91 ×
106m−1 in faded red). Important DNS parameters including Mach number, ratio of Kol-
mogorov to integral length scale are included in Table 2. An additional parameter σ in the
simulations is used to control themagnitude of dilatational forcing [66, 67]. Themotivation
for utilizing this technique is that themagnitude of density fluctuations and, consequently,
the structure-function parameter C2n increase as the percentage of dilatational forcing is
increased (Section 5.1). This approach can thus be exploited to span a larger parameter
space of turbulence characteristics.

At very short distances, we see in Figures 5 and 6 that regardless of the turbulent flow
conditions, the log-amplitudeexhibits an L4 scaling independent of theopticalwavelength.
This is exactly what the theoretical findings in Section 3.2.1 predict. The dashed line in
faded-blue is the theoretical prediction Equation (18) for the L4 regime with γ = 1 and an
approximate α value obtained from refractive-index spectra in Figure 2(b). There is excel-
lent agreement between the simulation data and theory especially since the latter does
not rely on free fitting parameters since C2n , α, and γ are obtained from structure functions
for the refractive index and its spectrum, respectively. The gray-dashed vertical line is the
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Figure 5. Evolution ofχ ′2 plotted against normalized propagation distanceL = L/L0 for cases 1–4 ((a)
to (d)) tabulated in Table 2. Solid lines are different optical wavelengths: κ ≈ 5.91 × 105m−1 (red), κ ≈
1.18 × 106m−1 (dark red), κ ≈ 5.91 × 105m−1.

theoretical transition from L4 to L3, that is Equation (35), which is seen to agree well with
the transition observed in the simulations. At a distance beyond this transition point, the
log-amplitude variance grows as L3 and is in very close superposition with the dashed-blue
line that corresponds to the theoretical expression given by Equation (19). It is important
to note here that both L4 and L3 regimes are sensitive to the small-scale characteristics
of turbulence (γ ,α and, η), with the former being more so, as Equation (18) presents a
strongerdependenceonα than the L3 regime. Thus to capture the scalingof variance in log-
amplitude fluctuations at short distances, the parameters characterizing the small-scales of
turbulence need to be estimated accurately.

When the propagation distance is further increased such that the parameter
√
λL is com-

parable to or larger than the Kolmogorov scale (but still smaller than the integral length
scale), the log-amplitude variance deviates from L3 scaling as transition to the L11/6 regime
is initiated. The solid vertical line in Figures 5 and 6 depicts the theoretical transitions in
Equation (36) with color of the line corresponding to the optical wavelength. This transi-
tion to L11/6, which also depends upon κ , is seen to agreewith thenumerical data. However,
we also see that the transition to L11/6 is rather stretched, which is also consistent with the
findings in Section 3.2.3 when γ �= 2 (Figure 1a). Looking closely in the insets in Figure 5
(zoom-in on the variance at large L), we note that the departure from L3 occurs at a shorter
distance for smaller optical wavenumber, also consistent with theory and the value of χ ′2
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Figure 6. Evolution ofχ ′2 plotted against normalized propagation distanceL = L/L0 for cases 5–8 ((a)
to (d)) tabulated in Table 2. Solid lines are different optical wavelengths: κ ≈ 5.91 × 105m−1 (red), κ ≈
1.18 × 106m−1 (dark red), κ ≈ 5.91 × 105m−1.

itself depends on κ . For the case (R�,Mt , σ) = (20, 0.3, 80%)with nodistinct inertial range, a
clear L11/6 scaling is not observed for λ = 10.64μm. However, we do see thatχ ′2 eventually
scales linearly with propagation distance as in Equation (24) which is depicted as the green
line. This particular case is also shown in Figure 7(b) (to be discussed below) as the black-
vertical line that goes through all the four scaling regime for the log-amplitude variance.
At higher levels of dilatational forcing, for example, when (R�,Mt , σ) = (20, 0.3, 50%), the
L11/6 regime is very apparent and is also in excellent agreementwith the theoretical expres-
sion fromEquation (23) represented in dashed-dotted lineswith color corresponding to the
value of κ .

The case in Figure 5(c,d) which corresponds respectively to cases (R�,Mt , σ) =
(38, 0.4, 100%) and (60, 0.2, 30%), show a similar general agreement with theory. However,
we also see that in (d), the transition from L3 to L11/6 starts at a distance predicted accurately
by Equation (36), though the transition seems to be long and presents some undulations.
We found that this is, in part, due to the highly dilatational content of this flow, which also
present higher statistical variability. It is interesting to note that the theoretical results are
basedon aK41 spectrumwhich is clearly not seen for the refractive index in this case (Figure
2b). We, thus, conclude that while not all details are predicted by the theory, the classical
analysis appears to be able to reproduce the main scaling regimes for the log-amplitude
variance. This is also true for the high Reynolds number cases (Figure 6a–d).
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Figure 7. Scaling regimes in the RL0 -L plane for L0/λ = 37.8 with (a) transitions in the limit RL0 → ∞
listed in Table 4 and (b) general transition distances listed in Table 3. (c) Scaling regimes obtained for
L0/λ = 105 and transitiondistances listed in Table 3.Different colors represent varianceof log-amplitude
fluctuations scaling as L4 (gray), L3 (green), L11/6 (blue), and L (red). The dashed-brown line denotes tran-
sition of variance of fluctuations in phase from L2 to L and the black vertical line corresponds to the DNS
data for the case (R�,Mt , σ) = (20, 0.3, 80%).

7. Discussion and conclusion

We presented a generalization of Tatarski’s theory to quantify the distortions in the phase
and amplitude of a plane wave as it encounters turbulence and thus, density (or refractive
index) fluctuations, along the path. Unlike Tatarski’s work [2] that assumes Kolmogorov tur-
bulence [11],weuse amore realistic representationof turbulence fluctuations (Equation17)
with intermittency correction (r) in the inertial-range scaling and the roll-off in dissipation
range or high wavenumbers through γ and α. We also identify that the classical theory [2]
fails to capture the variance of log-amplitude and phase fluctuations at short distances. In
particular, we show that at propagation distance (L) of the order of Kolmogorov scale (η),
the log-amplitude and phase variances scale as L4 and L2, respectively. These previously
unknown scaling regimes are very sensitive to the parameters that characterize the small
scales of turbulence. The variance of log-amplitude (χ ′2) in the L4 regime is independent
of the optical wavelength (κ), contrary to the phase variance at the same distances which
scale as L2.

At relatively larger propagation distances that still satisfy
√
λL � η, we have χ ′2 ∼ L3.

While this regime also appears in Tatarski’s work, here we show that the numerical pre-
factor in the L3 regime depends strongly on the turbulent field parameters (r,α, η, γ ) and
is also sensitive to the outer-scale of turbulence (L0) at low Reynolds-number. On further
increasing the propagation distance, we obtain the well-known L11/6 scaling regime for
the variance of log-amplitude fluctuations. However, with realistic turbulence, χ ′2 actually
scales as Lr/4+11/6 with dependence on the optical wavenumbermodified to κ−r/4+7/6. Fur-
thermore, for a finite outer-scale L0, the log-amplitude variance eventually transitions to a
linear scaling (i.e.χ ′2 ∼ L) at a finitepropagationdistance. In the classicalwork, these effects
related to finite outer scales are also not considered.We further found that it is only for finite
outer-scale of turbulence that one can obtain theoretical scaling laws for the variance of
phase fluctuations (S′2).

The theoretical expressions for variance of both phase and log-amplitude depend
on length scales that characterize the turbulent field as well as the optical wavelength.



30 K. KUMARI AND D. A. DONZIS

Another dimensional parameter that appears in these variances, irrespective of the regime,
is the refractive-index structure-function parameter C2n . To ease comparison across differ-
ent experiments, models and, theoretical works, we define C′2

n , a normalized version of
the structure parameter, which appears to be an appropriate universal constant of O(1).
With this C′2

n and the ratio of smallest and largest scales of turbulence expressed in terms
of Reynolds number RL0 , we can then write universal functions χ ′2 = χ ′2(L, L0/λ, RL0) and
S′2 = S′2(L, L0/λ, RL0)where, as before,L ≡ L/L0. This non-dimensionalization allows us to
concisely present all the scaling regimes in a RL0 vs. L plane for different values of L0/λ.

An example is shown in Figure 7(a–c) where different shaded regions represent differ-
ent regimes of log-amplitude variance and the dashed-brown line indicates the transition
from L2 (below the line) to L regime (above the line) for the phase variance. The transi-
tions in Figure 7(a) correspond to the limit RL0 → ∞ listed in Table 4 with L0/λ ≈ 37.8. The
black vertical line overlaying on the RL0 -L phase plane in Figure 7(a,b) denotes the simula-
tion data for the case (R�,Mt , σ) = (20, 0.3, 80%) shown in Figure 5(a) in red (L0/λ ≈ 37.8).
From Figure 7(a), we may be tempted to conclude that one would barely see a linear scal-
ing regime for the variance of the log-amplitude towards the end of the propagation in the
simulation. However, Figure 5(a) shows a very clear linear scaling for χ ′2. The reason for this
difference stems from the fact that Figure 7(a) was based on an unbounded outer-scale
for the turbulence. If instead, we use the general expressions listed in Table 3 with finite
length-scales of turbulence, we obtain the RL0 -L phase plane in Figure 7(b).

There are significant differences between Figure 7(a,b) at low Reynolds number in the
scaling regimes for both log-amplitude and phase. We can now see that the simulation
data (black line in Figure 7b) extends considerably into the linear regime as is also observed
in Figure 5(a) and its extent in the L11/6 regime itself (blue region) is rather shortened in
comparison to Figure 7(a). Lastly in Figure 7(c), we show the RL0 -L phase planewith L0/λ =
105. This large value of L0/λ corresponds to an electromagneticwave of optical wavelength
λ = 1μm traversing through a turbulent region with outer scale L0 of the order of 10 cm.
We can see that under these conditions, that are typically expected at laboratory scales,
the transition to the L11/6 is pushed to very large propagation distances, often longer than
the entire length of the experimental set-up. The RL0 -L phase plane presented here can
help assess expected scaling regimes for a wide range of conditions and can be extremely
useful in experimental design. This is critical if theoretical results in specific regimes will be
used to estimate, e.g. C2n . In an experimental setup with a large-scale Reynolds number of
a few thousands and L0≈10 cm, the transition to L11/6 could happen at distances of a few
hundred meters. This kind of assessment based on the RL0 -L plane can also be useful in
predicting the different scaling regimes anticipated in atmospheric turbulence where the
Reynolds number itself varies with the time of the day.

To verify the theoretical results developed in this work and systematically assess all the
scaling regimes for variance of log-amplitude and phases, we developed a paraxial solver.
This solver uses explicit schemes to approximate spatial derivatives in the transverse plane
and an implicit scheme for propagating the solution forward in space. The density fluc-
tuations are taken directly from some of the best-resolved direct numerical simulations
of compressible Navier–Stokes equations in the literature. Detailed convergence studies
show that to obtain grid convergence for the variance of log-amplitude fluctuations, a very
small discretization step that satisfiesκ	x ≤ 20 is required. This small-scale resolution crite-
rion together with the implicit nature of the solver which relies on linear-algebra packages
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(e.g. superLU) to solve the resulting massive linear system of equations in parallel, make
the paraxial solver computationally expensive. We presented the scaling of χ ′2 with prop-
agation distance for a wide range of turbulent conditions. The new L4 regime predicted
by theory was confirmed by the simulation data. The L3, L11/6, and L1 regimes were also
observed in the simulations with a good agreement with the corresponding theoretical
expressions. Despite some small statistical differences, especially at high levels of dilata-
tional forcing, the theoretical analysis predicts all the scaling regimes for the log-amplitude
variance. This may be the first andmost comprehensive validation of classical theory using
highly-resolved direct numerical simulations.

We close by noting future extensions of this work. First it would be important to fur-
ther develop the massively parallel paraxial solver at even larger scales, so that distortions
in both phase and amplitude at very large propagation distances and for a wider range of
optical wavelengths can be investigated in detail. This will also be necessary to perform
simulations at much higher Reynolds number found in the literature. While the transverse
resolution, aswe showhere, does not play a significant role at short distance, its effectwhen
diffraction becomes important at large distances needs to be systematically investigated.
This also requires alternate boundary treatments such as absorption boundary condition
and prematched boundary layer [74–78]. Our on-going efforts also show that the variance
of phase is particularly challengingbecauseof the added complexity involvedwithunwrap-
ping of the phases. This will be discussed in detail elsewhere. The systematic investigation
of the effect of Reynolds number, Mach number as well as forcing is also part of our future
work. Interestingly, the good agreement between simulations and theoretical findings also
suggests that some of the details missed by the spectral model used in this work, may not
strongly influence some aspects of laser propagation, at least to some of the second-order
statistics presented here. This requires further investigation.

We are also exploring the effect of anisotropic turbulence on phase and log-amplitude
variances, specifically at short distances where we discovered new scaling regimes. Several
studies [39, 53, 79] show that anisotropy only affects the prefactor in scaling laws for dif-
ferentmeasures of optical distortions while leaving the actual power-law unaltered. Similar
effects can be expected at short propagation distances as well. In addition to the variance,
we are also interested in the higher-order moments of both phase and log-amplitude that
provide deeper insights into the small scale structures and intense features.
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